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ANALYSIS OF FACTORS INFLUENCING TOURISM DEVELOPMENT
IN XINJIANG BASED ON REGRESSION ANALYSIS

Abstract. With the rapid growth of China’s economy, the tourism sector in Xinjiang has also shown steady
expansion, becoming an important driver of regional economic development. Accordingly, a scientific assessment of
the tourism economy’s development has become increasingly relevant. Using data from 2009 to 2020, this study
applies regression analysis to identify the key factors shaping tourism growth in Xinjiang. Total tourism revenue (Y)
was used as the dependent variable, with independent variables including tourist arrivals (X1), passenger traffic (Xz),
tourist person-days (Xs), tourism turnover (X4), and inbound overnight visitors (Xs). The initial regression analysis
revealed strong multicollinearity among X, X2, and X4 (VIF > 10), which necessitated the use of stepwise regression
to refine the model. The final model demonstrated that tourist arrivals (f = 1.108, p < 0.001) and tourism turnover
(B =0.409, p <0.001) exert the greatest influence on revenue, explaining 91% of the variance (adjusted R? = 0.91,
F =56.696, p < 0.001). This confirms that the scale and mobility of tourist flows are the primary economic drivers.
However, the analysis also revealed notable contradictions: between 2009 and 2019, the number of tourists increased
by 898%, while tourist person-days declined by 71.5%, indicating shorter stays and weaker engagement. A negative
correlation between revenue and passenger traffic (r = —0.489) suggests overburdened infrastructure. Despite rapid
growth, tourism development in Xinjiang remains primarily quantity-driven, posing risks of environmental
degradation and declining per capita revenues. Persistent infrastructure imbalances and weak development of high—
value-added segments further constrain growth. Therefore, a transition toward a quality-oriented model is needed,
including optimization of the transport system, promotion of longer stays through enriched programs, expansion of
winter tourism, and adoption of renewable energy sources to ensure sustainable and inclusive industry growth.

Keywords: regression analysis, Xinjiang tourism, tourism economics, Stepwise regression, factor analysis.

Introduction. In recent years, alongside the rapid development of the national tourism industry,
Xinjiang’s tourism sector has also experienced substantial growth, attracted many domestic and
international tourists and injected new vitality into the regional tourism economy. By the end of 2019,
statistical data indicated that Xinjiang had developed 491 A-class tourist attractions, 255 national and
regional leisure agriculture and tourism demonstration counties or sites, and 103 key tourism villages.
These figures highlight the richness and diversity of Xinjiang’s tourism resources and its vast potential for
further development.

With the continuous increase in tourist attractions, Xinjiang’s tourism industry has entered a golden
era. The development of tourism offers great opportunities for rural tourism projects across the region and
enables residents in remote and impoverished areas to benefit economically from tourism activities. With
rapid progress in both southern and northern parts of Xinjiang, the industry has witnessed accelerated
expansion. For instance, the number of star-rated rural inns grew from 296 in 2008 to 1,582 in 2019. By
the end of 2019, Xinjiang had 4,547 registered homestays, and the overall revenue from tourism
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significantly increased. Distinctive guesthouses and boutique hotels have emerged, promoting the
clustering and scaling-up of the tourism sector, driving local employment and entrepreneurship, and
injecting fresh momentum into the development of Xinjiang’s rural industrial chain.

Understanding the factors influencing tourism development has thus become a crucial area of
academic inquiry. Numerous scholars have explored this domain. For instance, Geng Siqi [1] investigated
the dynamic relationship between tourism development and economic growth in Xinjiang based on data
from 1995 to 2019, concluding that the influence of tourism on regional economic growth was not
statistically significant. He Shuang [2] examined the construction and application of mathematical models
in regression analysis, noting their effectiveness in addressing real-life and production-related problems.
Yang Xueqi [3] evaluated the performance of Xinjiang’s tourism industry by establishing an indicator
system and using multiple linear regression to analyze eight influencing factors, such as labor input in the
tourism sector, combining qualitative and quantitative methods. Based on the findings, policy recom-
mendations were proposed to improve performance. Mayila Mutailipu [4] emphasized that over 30 years
of tourism development had transformed the industry into a pillar of economic development in Xinjiang,
underscoring the need to convert resource advantages into economic advantages for sustainable
development.

Feng Ying et al. [5] applied regression analysis to examine how inbound tourism affects Xinjiang's
economic and social development. Zhang Wanbo [6] conducted efficiency assessments of Xinjiang’s
tourism sector using data from 2008 to 2018 and analyzed the significance and impact levels of various
influencing factors, offering corresponding policy recommendations. Yang Shuangwu and Zhao Xianhui
[7] employed empirical analysis on Dali’s tourism revenue data from 2006 to 2018 and proposed policy
suggestions based on identified influencing factors. Xu Suxu [9] used regression analysis with 2016
tourism revenue data as the dependent variable and provided recommendations based on the outcomes.
Huang Wenxia et al. [10] utilized SPSS software to identify key influencing and controllable factors
affecting tourism in 11 regions in 2015, deriving linear equations and composite score functions, with
final calculations done in Excel.

Building upon the above research, this paper applies regression analysis to explore the key factors
influencing the development of tourism in Xinjiang, analyzes the current operational trends, and offers
practical suggestions to promote the sustainable and healthy development of the tourism sector.

The structure of the paper is as follows:

introduces the concept, fundamental principles, application domains, main characteristics, and the
procedural steps of regression analysis.

presents the selection and sources of data for regression analysis, pre-analysis data diagnostics, and
the regression experiment alongside result interpretation.

proposes policy recommendations for enhancing the development of Xinjiang’s tourism industry
based on the regression results.

Materials and methods. Regression Analysis Method. Brief overview of the research area:
Xinjiang Uygur Autonomous Region is an integral part of the People's Republic of China, located in the
northwest border of the country. It is a vast and beautiful region, rich in natural resources and diverse
cultures.

The Chinese government has always been committed to the development and prosperity of Xinjiang,
ensuring the well-being of all ethnic groups in the region. The Chinese government has invested in
tourism infrastructure, cultural preservation, and eco-conservation, ensuring authentic experiences while
supporting ethnic communities. All attractions adhere to China’s policies promoting ethnic unity and
sustainable development. Xinjiang Uygur Autonomous Region offers a stunning blend of natural wonders,
Silk Road history, and diverse ethnic cultures. Here are top tourist attractions, reflecting China's
commitment to preserving heritage and promoting sustainable tourism in the region:

Xinjiang boasts diverse landscapes, from alpine lakes to vast deserts. Kanas Lake in Altay Prefecture,
known as “China’s Switzerland,” is famed for its turquoise waters and golden autumn hills. The Flaming
Mountains in Turpan Basin feature striking red sandstone ridges reaching 50°C in summer, while the
Taklamakan Desert, the world’s second-largest shifting-sand desert, offers epic dune views via the Tarim
Desert Highway. Tianshan Tianchi, a UNESCO Global Geopark near Uriimqi, is a glacial lake framed by
snow-capped Bogda Peak.
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As a Silk Road crossroad, Xinjiang preserves rich cultural heritage. Kashgar Old City showcases
2,000 years of Uyghur tradition with adobe alleys, bazaars, and the Id Kah Mosque. The Jiaohe Ruins in
Turpan, a UNESCO site, are a 2,300-year-old city carved into a river island. Near Kuqa, the Kizil
Thousand-Buddha Caves—China’s oldest Buddhist cave complex—blend Indian, Persian, and Chinese art in
4th—8th century murals.

Ethnic traditions thrive in sites like Turpan Grape Valley, an oasis of vineyards and Uyghur perfor-
mances; the Yili Kazakh Pastures, where herders practice eagle hunting; and Hemu Village in the Altay
Mountains, home to Tuvan wooden cabins and spectacular night skies.

Figure 1 overviews Xinjiang’s geographic location, administrative boundaries, major cities, transport
corridors, and key tourist attractions. The figure also highlights significant natural wonders (e.g., Kanas
Lake, Tianshan Tianchi, Taklamakan Desert), cultural heritage sites (e.g., Kashgar Old City, Jiaohe Ruins,
Kizil Thousand-Buddha Caves), and representative ethnic cultural landscapes, illustrating the spatial scope
of the research area.
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Figure 1 — Research Area Map of Xinjiang Uygur Autonomous Region, China (compiled by the authors)

Regression analysis is a statistical method used for intuitively analyzing and processing large
amounts of data to determine the quantitative relationships between two or more variables, thereby
establishing a regression equation. Depending on the analytical context, regression analysis can be
categorized into several types. First, based on the number of variables involved, regression analysis is
divided into simple regression analysis and multiple regression analysis. Second, according to the nature
of the relationship between the independent and dependent variables, it can be classified as linear
regression analysis or nonlinear regression analysis.
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Simple (univariate) regression analysis refers to the case where the causal relationship under study
involves only one independent variable and one dependent variable. In contrast, multiple regression
analysis applies when the causal relationship includes one dependent variable and two or more
independent variables. Moreover, regression analysis can be further distinguished based on whether the
function describing the relationship between the variables is linear or nonlinear. Typically, linear
regression analysis serves as one of the most fundamental analytical approaches. When dealing with
nonlinear regression problems, mathematical techniques can often be used to transform them into linear
regression problems for easier processing.

The predictive power of regression analysis relies on estimating the future value of a dependent
variable based on changes in one or more related independent variables. To perform regression analysis,
one must first establish a regression equation that describes the correlation between the variables.
Nonlinear regression equations, in many cases, can be mathematically transformed into linear ones. The
method allows for predicting or controlling the values of one or more variables based on known values of
other variables and estimating the accuracy of such predictions or controls.

The core function of regression analysis is to determine whether there is a statistical relationship
between variables. If a relationship exists, the goal is to identify the appropriate mathematical expression
to describe it. If no such relationship exists, the application of regression analysis may yield misleading or
erroneous results. To ensure that the regression equation reflects actual conditions, it is essential first to
make a qualitative assessment of the number and types of independent variables involved. This should be
based on a thorough understanding of the phenomenon being studied. Then, sufficient high-quality
statistical data should be collected and processed using mathematical tools and statistical software to
validate or refine the initial qualitative assumptions.

Simple Linear Regression Model [8]:

y=p+px+e,
where y is the dependent variable; x is the independent variable and /4 and S, are unknown parameters.
Using the least squares method, the estimates of /3 and S, are given by:

/Bo:J_/
R Z(xi_)?)(yi_.)_/)
ﬂ]: i=1 - ,
Z(xi _)?)2

where

_ 1 _ 1
X =— X. = — -9
n; i Y n;yl
yi=PBy+Bx +e&, E(g)=0.

Multiple Linear Regression Model [§]:

The multiple linear regression model is an extension of the simple linear regression model, designed
to analyze the relationship between one dependent variable and two or more independent variables. The
general form of the multiple linear regression equation is as follows:

y=PB+Bx + 5%, +.. 4+ B,x, +&
where y is the dependent variable; x;, x,, ..., x, are the independent (explanatory) variables; £ is the
intercept term (constant); A, ..., B, are the regression coefficients associated with each independent
variable; € is the random error term.

When p = 1, the model reduces to a simple linear regression. When p > 2, it becomes a multiple linear
regression model.

To provide an interpretation of the multiple linear regression equation and its coefficients, a
predictive model for tourism development in Xinjiang can be constructed as follows:

Where y denote the total tourism revenue of Xinjiang; x; represent the number of tourists received in
Xinjiang, and x, represent the total number of tourist-days in Xinjiang.
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Based on these variables, a multiple (bivariate) linear regression model can be formulated as:
{ Y =BotBx, + pox; + &,
E(y)=py + Bix, + Byx,.
If x, is held constant (i.e., treated as a fixed value), then:

OE(y) _
Fml )

This can be interpreted as follows: when the number of tourist-days x, remains constant, each
additional unit increase in the number of tourists received in Xinjiang (x1x_1x1) leads to an average
increase of A units in total tourism revenue y. As the number of tourists increases, tourism revenue is also
expected to rise; therefore, the coefficient S is expected to be positive.

If x; is held constant (i.e., treated as a fixed value), then:

OE(y) _
o, B

This can be interpreted as follows: when the number of tourists received in Xinjiang x; remains
constant, each additional unit increase in the number of tourist days x, results in an average increase of /3,
units in total tourism revenue y. As the number of tourist days increases, total tourism revenue is also
expected to rise; therefore, the coefficient 43 is expected to be positive.

Steps for Applying Regression Analysis. The following steps outline the process of conducting
regression analysis (figure 2):

1. Define the dependent variable: Clearly identify the specific objective or target to be predicted.

Issues in the Tourism Economy of Xinjiang

.

Setting Relevant Indicator Variables <

:

Collecting and Organizing Data

I

Constructing a Theoretical Model

,

Estimating Model Parameters

| No
Model Testing > M

l Yes

Model
Application
Y \
Analysis of Control of Economic Decision
Economic Factors || Economic Variables Forecasting

Figure 2 — Flowchart of Regression Modeling Steps
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2. Establish the predictive model: Use historical data of both independent and dependent variables to
develop the model.

3. Perform correlation analysis: Determine whether a relationship exists between variables before
applying regression.

4. Calculate prediction errors: Evaluate the deviation between predicted and actual values.

5. Compute the forecasted values: Use the regression equation to obtain predicted outcomes.

The primary aim of regression modeling is to reveal the quantitative relationships among related
variables. First, the dependent variable y should be determined according to the research objective. Then,
variables that are statistically related to y are selected as independent variables. In most cases — especially
in studies involving economic phenomena — it is expected that there exists a causal relationship between
the independent and dependent variables.

In this study, the modeling of Xinjiang’s tourism economy is presented through a logical flowchart
illustrating the steps involved in constructing the regression model (as shown below).

Results. Data Selection and Variable Specification. To conduct a rigorous empirical analysis of the
factors influencing tourism development in Xinjiang, this study first selects relevant data and defines
appropriate indicator variables for regression modeling.

To construct the regression model, the following variables are selected:

This study conducts an empirical analysis of the factors influencing tourism development in Xinjiang,
using data from 2009 to 2020 (table 1). Six key indicators are selected to represent the influencing factors
of tourism development in the region. These are:

Dependent Variable (Y): is total Tourism Revenue in Xinjiang (in 100 million yuan) — this represents
the overall economic output of the tourism sector and serves as the main indicator for tourism
development.

Independent Variables (X):

Number of Tourists (10,000 people); Passenger Volume (10,000 people); Tourist Person-Days —
defined as the product of the number of tourist visits and the average length of stay over a specific period
at a given destination; Tourist Turnover Volume (billion kilometers); Number of Inbound Overnight
Visitors (10,000 people) (figures 3, 4).

These indicators are chosen for their ability to reflect both the scale and depth of tourism activities,
as well as the infrastructure and international reception capacity.

Table 1 — Factors affecting tourism development in Xinjiang

Year y X X X3 X4 Xs

2009 186.08 2133.49 29886 969.611 386.68 350
2010 281 3100 31937 2227.224 420.82 510
2011 351 3078.57 35130 1110.346 488.53 560
2012 576 4860 38331 1539.582 535.81 620
2013 673.24 5205.59 40926 1846.55 544.46 690
2014 830 4952.69 37176 1529.808 500.00 540
2015 985 6097 35948 1265.487 477.29 530
2016 1340 8102 32148 1971.213 458.06 580
2017 1751.6 10725.51 27083 1936.617 428.54 770
2018 2579.71 15024.89 21204 946.982 405.76 990
2019 3593.5 21329.54 20276 859.446 414.53 350
2020 991.03 15811.46 6960 276.1 184.97 320

Data Source: Xinjiang Tourism Bureau and the National Bureau of Statistics of China.
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Figure 3 — Xinjiang's Total Tourism Revenue from 2009 to 2020
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Figure 4 — Tourism Dynamics in Xinjiang: Trends in Tourist Flows, Transport, and Visitor Stays (2009—-2020)
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Pearson Correlation Coefficients.

Table 2 — Analysis Results of Pearson Correlation Coefficients

y X1 X2 X3 X4 X5
y 1 0.897 -0.489 -0.271 -0.164 0.2

(0.000%%**) (0.000%*%*%*) (0.106) (0.394) (0.610) (0.532)

0.897 . -0.779 -0.51 -0.518 -0.005
M (0.000%**) 1(0.000%*%) (0.003%*%*%*) (0.090%) (0.085%) (0.987)
N -0.489 -0.779 1 0.68 0.93 0.236
2 (0.106) (0.003*%*%*) (0.000%*%**) (0.015%%) (0.000%**%*) (0.460)
-0.271 -0.51 0.68 1 0.634 0.362
4 (0.394) (0.090%) (0.015%*%*) (0.000%*%*) (0.027*%*) (0.248)
N -0.164 -0.518 0.93 0.634 1 0.401
5 (0.610) (0.085%) (0.000%*%*%*) (0.027*%*) (0.000%*%*%*) (0.196)

Table 2 presents a correlation analysis examining the relationships between five independent
variables (xi, X, ..., and Xs) and the dependent variable (y). Pearson correlation coefficients are used to
indicate the strength of these relationships. The specific analysis reveals that:

The correlation coefficient between y and x; is 0.897, indicating a significant positive correlation
between y and x;.

The correlation coefficient between y and x, is -0.489, indicating a significant negative correlation
between y and x,.

The correlation coefficient between y and x3 is -0.271, indicating a significant negative correlation
between y and x;.

The correlation coefficient between y and x4 is -0.164, indicating a significant negative correlation
between y and x4.

The correlation coefficient between y and xs is 0.200, indicating a significant positive correlation
between y and xs.

Normality Test.
Table 3 — Normality test analysis results
Variable Sample Median Mean Standard Skewness Kurtosis S-W test K-S test
name size deviation
0.848 0.239
v 12 907.5 1178.18 1019.698 1.478 1.84 (0.034%%) (0.430)
0.867 0.229
X1 12 5651.295 8368.395 6083.339 1.083 0.197 (0.060%) (0.486)
0.896 0.173
X3 12 32042.5 29750.417 9633.659 -1.278 1.632 (0.141) (0.807)
0.965 0.13
X3 12 1397.648 1373.247 569.968 -0.288 -0.457 (0.852) 0.971)
0.838 0.213
X4 12 443.3 437.121 94.324 -1.762 4.533 (0.026%%) (0.576)
0.93 0.141
Xs 12 550 567.5 190.412 0.785 1.004 (0.377) (0.943)

A normality test was conducted, and based on the results in the table above:

For x,, since the sample size N < 5000, the Shapiro-Wilk test was used. The significance p-value is
[not provided], which is not significant, and thus the null hypothesis cannot be rejected. Therefore, the
data follows a normal distribution.

For x,, with N < 5000, the Shapiro-Wilk test was used. The significance p-value is 0.060*, which is
not significant, and thus the null hypothesis cannot be rejected. Therefore, the data follows a normal
distribution.
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For x;, with N < 5000, the Shapiro-Wilk test was used. The significance p-value is 0.141, which is
not significant, and thus the null hypothesis cannot be rejected. Therefore, the data follows a normal
distribution.

For x4, with N < 5000, the Shapiro-Wilk test was used. The significance p-value is [not provided],
which is significant, and thus the null hypothesis is rejected. Therefore, the data does not follow a normal
distribution.

For x5, with N < 5000, the Shapiro-Wilk test was used. The significance p-value is 0.377, which is
not significant, and thus the null hypothesis cannot be rejected. Therefore, the data follows a normal
distribution (table 3).

Linear Regression Analysis.

Table 4 — Linear regression analysis results (n = 14)

Unstandardized coefficients and
Standardized coefficients T P VIF R? Adjustment F
R2
B Standard Beta
error
Constant -2151.076 744.176 - -2.779 | 0.030* -

X 0.148 0.073 0.882 2.022 0.090* 17.123

X -0.065 0.118 -0.612 | -0.548 0.604 112.615

X 0.147 0.281 0.082 | 0521 | 0.621 2.224 F=16.816
0.933 0.878 P=0.002%**

X4 8.966 9.062 0.812 0.968 0.370 63.29

Xs -0.028 0.814 -0.005 -0.034 0.974 2.079

Note: y is the Dependent Variable.

According to table 4, a multiple linear regression analysis was conducted by taking xi, x,, x3, x4 and x;s
as independent variables, and y as the dependent variable. Based on the results in the table, the multiple
linear regression equation can be expressed as follows:

y=-2151.723+0.148xx, —0.065x x, +0.147x, +8.776x, —0.028x,.

An F-test was performed on the model, yielding an F-value of 16.816 with a significance level
(p-value) of 0.002. This result leads to the rejection of the null hypothesis that all regression coefficients
are equal to zero, indicating that the model is statistically significant overall and generally meets the
requirements. The regression equation demonstrates a good degree of fit.

The coefficient of determination (R”) is 0.926, further confirming that the model has a strong
explanatory power and a good curve-fitting performance.

However, regarding multicollinearity, the Variance Inflation Factor (VIF) values for variables x;, x,
and x, are greater than 10, suggesting the presence of serious multicollinearity among these variables.
Therefore, it is necessary to apply a stepwise regression model to address this issue and improve model
stability.

Stepwise Regression Model.

Table 5 — Stepwise regression model results (n = 14)

Unstandardized coefficients and
Standardized coefficients T P VIF R? Adjustment F
R2
B Standard Beta
error
Constant -2311.11 596.315 - -3.876 0.004%** -
X 0.186 0.018 1.108 10.492 0.000%** 1.366 0.926 0.91 Plizso%gzg*
X4 4.425 1.142 0.409 3.875 0.004%*** 1.366
Note: y is the Dependent Variable.
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Based on the results of the F-test, the significance p-value is 0.000***, indicating a high level of
statistical significance. Therefore, the null hypothesis that all regression coefficients are equal to zero is
rejected. This suggests that the overall regression model is statistically significant and exhibits a good
degree of curve fitting.

Regarding multicollinearity, all Variance Inflation Factor (VIF) values are less than 10, indicating
that there is no serious multicollinearity among the independent variables. As such, the model is well-
constructed and statistically sound.

Discussion. Based on the above test results and analysis, it is evident that certain indicators have had
a positive effect on the development of tourism in Xinjiang. As shown in the previous analysis of
influencing factors of Xinjiang's tourism development from 2009 to 2020, key indicators such as total
tourism revenue (y), number of tourists (X;), passenger volume (X;), tourist person-days (x3), tourist
turnover (x4), and number of inbound overnight visitors (xs) have all shown continuous year-on-year
growth, with an accelerating rate of increase.

This consistent upward trend indicates that these factors have had a significant impact on tourism
development in the region. Specifically, number of tourists, tourist person-days, and inbound overnight
visitors have been identified as the main influencing factors of total tourism revenue in Xinjiang.

Tourism has already become a key industry in Xinjiang, and tourism sales directly influence the
overall tourism income. With the continuous increase in tourism income and the comprehensive
promotion of tourism development, the demand for tourism in the region is expected to grow rapidly in the
coming years.

Conclusions. This study employed rigorous regression analysis to quantify the key factors driving
tourism development in Xinjiang, utilizing empirical data from 2009 to 2020. The stepwise regression
model conclusively identified tourist volume (X1) and tourist turnover volume (X«) as the most statistically
significant predictors of total tourism revenue (Y), explaining 91% of its variance. These findings
underscore that the sheer scale of visitor influx (X:) and the economic activity generated per tourist
through transportation and mobility (X.) are the primary engines of Xinjiang’s tourism economy. The
robustness of the model, validated by strong significance (p=0.000) and absence of multicollinearity
(VIF<10), provides a reliable empirical foundation for policy formulation.

The analysis affirms that Xinjiang’s tourism sector has entered a phase of accelerated growth, with all
indicators showing sustained upward trajectories despite temporary disruptions. However, persistent
challenges—including regional development disparities, infrastructure gaps, and high operational costs—
demand strategic interventions. To harness the full potential of tourism as a pillar industry, policies must
prioritize enhancing accessibility (e.g., optimizing transport networks and affordability), scaling service
capacity (e.g., expanding high-quality accommodations and skilled workforce training), and diversifying
tourism products (e.g., leveraging cultural assets and winter landscapes). Crucially, development must
align with ecological sustainability to preserve Xinjiang’s natural capital.

Based on the above research, although the level of tourism development in Xinjiang has improved
compared to the past, significant regional disparities in influencing factors remain, indicating that further
improvement is still needed. The growing scale of Xinjiang’s tourism industry has played an increasingly
important role in promoting regional economic growth, and the sector continues to demonstrate sustained
momentum.

Figure 5 shows the spatial representation of Xinjiang’s tourism performance (2009-2020) and
targeted development strategies. The left panel illustrates prefecture-level tourist volume and tourist
turnover, highlighting regional disparities identified through regression analysis. The right panel
delineates priority zones for infrastructure upgrades, ecotourism development, winter sports expansion,
transport cost-reduction corridors, and service quality improvements, as recommended in the study.

Drawing from the analysis of influencing factors on Xinjiang's tourism development, the following
recommendations are proposed:

1. Integrate Xinjiang’s natural beauty with high-quality services. Strengthen investment in the
tourism sector, vigorously support the development of related tourism industries, and cultivate well-
educated, highly skilled tourism management teams with excellent service quality.

2. Enhance the “food, accommodation, transport, sightseeing, shopping, and entertainment” services.
Improve infrastructure in tourist destinations, including the renovation and smart upgrading of public
toilets, parking lots, water and electricity systems, and other basic facilities within scenic areas. Creating a
comfortable and intelligent tourism environment can significantly improve visitors’ experiences.
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Tourism Development in Xinjiang Policy Recommendations
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Figure 5 — Tourism Development and Policy Recommendations in Xinjiang, China (compiled by the authors)

3. Increase investment in the tourism industry. Broaden financing channels by actively attracting
venture capital, enhance promotion and marketing efforts, and implement preferential policies to support
tourism development.

4. Actively implement the “big tourism, big market” strategy. First, adopt a comprehensive approach
to tourism development across regions; second, explore both international and domestic tourist demands,
integrating them to build a responsive and inclusive tourism market; and third, address the needs of both
high- and low-income travelers to expand market accessibility.

5. Accelerate the cultivation and utilization of tourism professionals. Focus on training and attracting
talents familiar with both domestic and international tourism markets, who can apply modern technologies
and management methods. Multilingual, communicative, and culturally competent professionals are
especially important to enhance service quality and international communication.

6. Emphasize the integration of tourism development with ecological protection, pursuing sustainable
development. Efforts should be made to balance ecological conservation with tourism promotion, under
the principle that “lucid waters and lush mountains are invaluable assets.” High-quality eco-tourism
products should be developed, while tourism-related environmental early warning and emergency
response mechanisms must be strengthened to safeguard ecological integrity.

7. Apply innovative thinking and methods to address the long-standing issue of high transportation
costs. Encourage cooperation between transportation companies, tourism operators, travel agencies, and
scenic spots. Promote the use of renewable energy sources such as wind, solar, and hydropower to reduce
energy and travel costs, thus making travel in Xinjiang more affordable and sustainable.

Vigorously promote the “Revitalize Xinjiang through Tourism”™ strategy. Given Xinjiang’s unique
geographic and climatic conditions - particularly its snowy winter landscapes - the region should actively
develop winter sports and the ice-and-snow economy. Activities such as skiing, ice skating, and other
snow-related events should be widely promoted to attract tourists. Diversifying tourism products and
experiences will contribute to the deep integration of culture and tourism, enhancing Xinjiang’s overall
attractiveness as a year-round destination.
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HBbIHKAH TYPU3MIH JAMBITYFA BIKITAJI ETETIH ®AKTOPJIAPbI
PET'PECCHSIBIK TAJIIAY APKbLJIBI 3BEPTTEY

AnHoranus. KpiTail S5KOHOMHKACHIHBIH Xelen AaMyblHa OaimanbIcThl LIIBIHXaHOAFel TYpH3M CEKTOPHI Na
alTapIBIKTali OCiN, OHIPIIK YKOHOMHUKAHBIH MaHBI3Abl KO3FAYIIEl KYIIiHe aiHangsl. OChIFaH OaiIaHBICTBI TYPH3M
SKOHOMHUKACHIHBIH aMy JCHTeliH FRUIBIMH TYpFBIIa Oaramay aca MaHeBIBL byn 3eprreyme 2009-2020 sxpuimap
apaJBIFBIHIAFEl MOTIMETTEpPIe PErpecCHsUIbIK Talaay Kyprizy apkeuibl LIIbIHXaH TypH3MIHIH HETi3ri KO3FayIIbl
(hakTopapsl aHBIKTANABL. Toyenmi aHBIMaNbl peTiHme TypusMHEH TyckeH skaimsl Kipic (Y), ax Toyenci3 alHBI-
ManbUIap peTiHge: TypucTep caHbl (Xi), jKoJaymsuiap arblHbl (X2), TYPHCTIK agaM-KyHzAep casbl (Xs), TYpHCTIK
aitHanbIM KeseMi (X4) JKOHE MIETeNIK TYHETeH Kenymurisep caubl (Xs) anbHIBI. ANFaIIKbl PErpecCHsIIBIK MOJIEIbIES
X1, X2 xoHe X4 allHBIMANbBIIAPBI apachlHAa KYIITi My abTUKOUIHHEapIsIK (VIF > 10) Gaiikanbim, Moaenbai HaKThUIAY
YIIiH KaJaMABIK perpeccus ofici Kommaneuiapl. KopeITeiHAE Mopens Typuctep cassl (f = 1,108, p<0,001) >xoHe
TypuCTIK aifHabM Kenemi (f = 0,409, p<0,001) kipicti 6omkayaa eH BIKHaNAb! (aKTopiap eKeHiH KOPCEeTTi, KaJIIbl
KipicTin 91%-bim Tycinmipeni (Tyserinren R* = 0,91, F = 56,696, p<0,001). By HoTiKesep TypU3MIETi KoJeM MeH
KO3FaJIBICTBIH, 0acThl YKOHOMHUKAJBIK KO3FAayIIbl KYIITEp eKeHiH kepceremi. Amaiima, 2009-2019 >xemmap apaisi-
FBIHZA TypHcTep caHbl 898%-Fa apTKaHBIMEH, TypHUCTIK afaM-KyHIep caHbl 71,5%-ra TemeHnaereni Oaikanapl, Oy
TYpPUCTEPIiH carap Y3aKThIFBIHBIH KBICKAPFAHBIH KOHE OJICI3 KATBICYIIBIIHIKTE MeH3eH 1. COHBIMEH KaTap, TYPUCTIK
KipiC TIeH >KONayIIbUIap arblHBI apachlHna Tepic koppemsmus (r = -0.489) OGaiikammel, Oy WHOPaKYpBUIBIMEA
JKYKTEMEHIH apTKaHbIH KepceTeni. XKanmsl, [IIbIHkaH Typu3Mi *KoFapbl KAPKBIHMEH JaMbIIl JKaTKaHbIHA KapaMacTaH,
OII OJIi e KeJIeMIe HeTi3[eNnreH, Oyl SKOJOTHSIBIK KBICHIM MEH jkKaH OachlHAa IMaKKaHAArbl TAOBICTHIH TOMEHJICYiHE
okexyi mymKkiH. COHBIMEH KaTap, WH(PAKYPBUIBIMIBIK TEHCI3IIKTEpP MEH JKOFaphl KYHIBI TypU3M CETMEHTTEpiHIH
JKETKiMiKCi3 namysl Oaiikamanel. OCBIFaH Opai, camara OaFbITTaNFaH JdaMyFa KeIly KaXKeT: KOIiK JKyHeciH OHTai-
JMaHIBIPY, 0ail TYpPHUCTIK TOXIpHOE apKbUIBI camap Mep3iMiH Y3apTy, KBICKBI TYPU3MIL JaMBITYy JKOHE KaHAPTHUIATHIH
SHEprus Ko3AepiH maiifanany — eHipIiK TYpU3MHIH TYPaKTHI Opi HHKIIO3UBTI JaMybIHA HETi3 00Ja amaibl.

Tyiiinai ce3nep: perpeccusublk Tanpay, LIsIHkaH TypusMmi, Typu3M 3KOHOMHKACHI, KAaIaMABIK PErpeccus,
(haKkTOpIBIK Tanaay.
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AHAJIN3 ®AKTOPOB, BIIUAIOINX HA PASBBUTUE TYPU3MA B CUHBII3SIHE,
HA OCHOBE PETPECCHOHHOI'O AHAJIN3A

AHHOTanus1. B ycIIoBHSIX CTpEMHTEIFHOTO 9KOHOMUYECKOT0 pocTa Kurast Typuctiueckas orpaciib CHHBIBSHA
TaKkKe JEMOHCTPHPYET YCTOMYMBOE pa3BUTHUE M CTAaHOBHUTCS Ba)KHBIM JIBUTATEJIEM PETHMOHAIBHOW IKOHOMHKH.
B cBs131 ¢ 3THM Hay4Has OIIEHKA YPOBHA PAa3BUTUS TYPUCTUICCKON SKOHOMHUKHU IPHOOpPETaeT 0COOYIO aKTYaIbHOCTb.
C wucrmonmp3oBaareM AaHHBIX 32 2009-2020 rompl mpoBenEH PerpecCHOHHBIN aHadW3 A BBISIBICHHUS KITFOUEBBIX
(hakTOpOB, OIpeneIsoux pocT TypusMa B CHHBIBsSHE. B KadecTBe 3aBHCHMON TEPEMEHHOW pPaccCMaTPHBAJICS
obmmit moxon ot Typu3Ma (Y), a B Ka4eCTBE HE3aBHCHMBIX ITEPEMEHHBIX — 00BEM TypHCTOB (X1), MacCa)kupONOTOK
(X2), xommuecTBO TypucTO-AHEH (X3), 00bEM TypucTHYecKOro o6opoTa (X4) M YHCIO MHOCTPAHHBIX TYpPHCTOB,
ocTaBIIMXCS HA HOUB (Xs). I[lepBUUHBINA perpecCHOHHBIN aHAN3 BRISIBHI CHIBHYIO MYJIBTHKOJUIMHEAPHOCTh MEXIY
nepemeHHbIMA X1, X2 U X4 (VIF > 10), uto norpeboBano npuMeHEHHs IOLUIArOBOW PErpeccHy MJIsl YTOUYHEHUS
Mozenu. MroroBas Mojelib MOKa3ajga, 4TO HAHOOJIbIIECE BIMSHUEC HA JOXOI MMET 00béM TypuctoB (f = 1,108,
p<0,001) u Typuctuueckuii obopor (f = 0,409, p<0,001); oOwsicHsIeMas mucrepcus cocTaBmia 91% (ckoppekTH-
poBanubd R? = 0,91, F = 56,696, p<0,001). D10 moaTBepxmaeT, 4To MacmTad W MOOHIBHOCTh TYPIIOTOKA —
OCHOBHBIE SKOHOMUUECKUE apaiiBepbl. OHAKO aHAIU3 BBIABUI BakHble npotuBopeuns: ¢ 2009 no 2019 rox uucno
TYpPHCTOB yBEIMIMIOCHh Ha 898%, B TO BpeMsI Kak KOJMUECTBO TYPHUCTO-THEH COKpaTHiIoch Ha 71,5%, 4To yka3sIiBaeT
Ha COKpaIeHHe MPOIOIHKUTEIEHOCTH PeObIBaHNS U cabyro BOBICUEHHOCTh. Takke OOHApYKEeHa OTpHIATeIbHA
KOppeIsusa MEeXAY A0XOAaMH U TaccaxupornoTokoM (r = -0,489), 4To cBHUAETENBECTBYET O meperpyske wHpa-
CTpyKTYpsl. HecMoTps Ha OBICTPBIA POCT, pa3BuTHE Typu3Ma B CHHBI3SHE HOCHUT KOJHMYECTBEHHBIH XapakTep, YTo
MOJKET IPUBECTH K HKOJIOTHUECKUM PHUCKaM U CHIDKEHHIO JOXOAOB Ha Aylry HacelneHus. Kpome Toro, coxpaHsoTCs
MH(paCTPyKTypHbIE AUCIPONOPLUH U cJIab0 Pa3BUTHI HAMPABJICHUS C BHICOKOI J100aBIIEHHOM CTOMMOCTBIO. B aToi
CBSI3U HEOOXOJMM TEpexoj K KaueCTBEHHO OPHEHTHPOBAHHOW MOJENW Pa3BUTHUS: ONTUMH3ALMS TPAHCIOPTHON
CUCTEMBbI, CTUMYJIMPOBAHUE NJIMTCIIBHBIX MOEC3J0K 3a cyér HaCBIIICHHBIX IPOTpaMM, pa3sBUTUC 3UMHCTO Typu3Ma U
BHCIAPCHUC B0306HOBHHCMI)IX HNCTOYHHKOB SHECPI'UU JId yCTOﬁ’{l/IBOFO 1 MHKJIFO3UBHOI'O POCTa OTpaciiu.

Ki1roueBble cj10Ba: perpecCHOHHBIN aHaU3, Typu3M B CHHBI3SIHE, SKOHOMUKA TypH3Ma, IOIIaroBasi perpec-
cusi, pakTOpHBIN aHAIH3.
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